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Abstract   
 
A typical healthcare business challenge was explored to demonstrate the effectiveness of data mining 
and machine learning techniques on large -scale medical and pharmacy claims data for about 70,000 

pati ents newly diagnosed with type II  diabetes . The business challenge was  to move uncontrolled 
diabetic patient ( H1AC > 7) to a controlled state (H1AC < 7).  Two algorithms were explored for this 
purpose and  the  regression was observed to perform slightly better than decision tree . Regression model 

was subsequently used  to score ñnewò data . Analyses reveal ed the drivers and probabilities of a patient 
being diag nosed as controlled . Obtained results can p rovide  incentive s for the business decision maker 
to explore interventional programs that could enhance the quality of treatment for the uncontrolled 
diabetic. The article  provides an added value to business and the analytic literature by exploring and 
explaining predictive analytics and associated techn iques from the perspec tive  of the business.   
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1.  I NTRODUCTION  

The healthcare landscape is experiencing 
unprecedented growth in data complexity 

influenced by r apid technology changes, 
availability of mobile applications, newly 

discovered diseases  and evolving legislation , 
However, rapid progress is being made in clinical  
and data analytics , with unprecedented 
opportunities for improving healthcare quality  
(Bates et al., 2014). Healthcare systems are 
interested in predicting who will be come very 

sick, return to the emergency room  (ER) or even 
die after a recent diagnosis or tr eatment . As a 
result, the sector  is increasingly interested in 

explor ing new techniques to mana ge complex 
data  for pattern discovery and decision making 
(A lkhatib, Talaei -Kho el &  Ghapanchi, 2015 ; 
Raghupathi, 2010 ).  

 
Data mining has  been prop osed in several 
quarters to  address existing data deluge with  the 
proposition that anecdotal data can be trained, 
va lidated , mode led  and used to score ñnewò data  
(Saini &  Kohli, 2018; Alkhatib, Talaei -Khoel &  
Ghapanchi, 2015; Raghupathi &  Raghupathi, 

2014;  Koh &  Tan, 2005 ) . Alkhatib (2015 , p.3 ) 
described data mi ning as a ñprocess by which 
data is gathered, analyz ed and stored in o rder to 
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produce useful and quality information and 

knowledgeò. According to Srinivas et al. (2010), 
mining  is an important step in a knowledge 
discovery process that consists of data cleaning, 

data integration, data selection,  pattern  
recognition  and knowledge presentation . In 
contrast to traditional data analysis, data mining 
is discovery driven and may accomplish class 
description, association, classification, clustering, 
prediction and time series analysis ( Srinivas, 
Rani, & Govrdhan, 2010).  

 
The purpose of  data mining an d analytics is to 
build models for determining an event and 
predicting the outcome of it. This allows decision 
makers an actionable information upon which 
interventional approaches can be developed and 

deployed.  Several authors  have  described 
classification data mining techniques with 
illustrations of their applicat ions to healthcare ;  
these include: Rule set classifiers , Neuro -Fuzzy  
(Srinivas et al., 2010), Bayesian Network 
Structure Discoveries , Decision Tree algorithms , 
Neural Network Architec ture, Support Vector 

Machines (Hachesu,  et al.  2013) . Others have 
used Regression  algorithms  in healthcare 
analytics.  This case study uses SAS suite to select 
the better of decision tree ( DT)  and regression ( R)  
models in analyzing drivers of a controlled 
diabetic.   
 

Models: Decision Tree  and Regression  
According to Suryawanshi, DT uses a combination 

of mathematical and computational techniques to 
aid description and classification  (2012) , and to 
extract knowledge from  data set s (Kaur &  Wasan, 
2004). It is a  visual and analytical decision 

support tool that can provide a graphic al 
representation of obtained knowledge in the form 
of a tree in a flow chart - like structure  (Kaur et al., 
2018; Kajabadi, 2009; Kaur &  Wasan, 2004) . 
Kajabadi et al. (2009 ) wrote that each non - leaf 
node denotes a test on an attribute, and each 
branch indicates an output of the test . As a result 

of the hierarchical arrangeme nt of nodes and 
branches, DT is  easily understandable and 
interpreted. Kaur and Wasan (2006) posited that 
DTs are b est suited for data mining because they 

are inexpensive to construct, easy to interpret, 
easy to integrate with database systems and have 
comparable or better accuracy in many 

applications. Its reliability and established 
accuracy i n clinical decision -making make  it the 
technique of choic e for this study (Sitar -Taut &  
Sitar -Taut, 2010 ).  
 
Although t he DT  can be applied as a continuous  

analytic instrument, it is naturally suitable to 
address discrete  (nominal)  attributes , so the 

probability scores are grouped. The regression, 

(similar to partial least squares, and neural 
network algorithms) responds better to (numeric) 
continuous  attributes , so the probability scores 

are more linear . Several authors have explored 
the use of regression models in healthcare data 
analysis and found them  to be very suitable 
(Topuz et al., 2018; Rasella et al., 2014 ).  
 
Analytical Tools  
A plethora of a nalytical tools currently exist.  The 

most  common include  R, Python,  Hadoop , 
MongoDB (Saini &  Kohli, 2018 ; Das, Pandey &  
Saxena, 2017 ),  Stata, SPSS, Revolution 
Analytics, Alpine Data lab, and SAS amongst 
others.  According to Acock (2005), SAS 
programs are versatile in the breadth and depth 

of their capability for data analysis and 
management  altho ugh they have steep learning 
curves. While SPSS and Stata are easier to learn, 
they are  less capable for analytics  hence Acock 
concluded that SAS was best for power users. The 
SAS suite s are offered to educational institutions 
for free.  A study based on a sample of 1,139 

articles drawn from three journals found that SAS 
was used in 42.6 percent of data analyses in 
health service research ( Dembe, Patridge &  Geist, 
2011).  Available tools including SAS suite provide 
incentive s for researche rs to mine data; develop 
actionable models ; and help defuse the myth 
behind current  Big D ata  conundrum.  

 
It is common knowledge that data analytic  

techniques can improve healthcare practices and 
medical efficiency  provided they are expertly 
applied  (Murdoc h & Detsky, 2013; Koh &  Tan, 
2005) . What is not known is the preparedness of 

healthcare organization s to apply analytic tools to 
address business challenges. Another potential 
issue is usersô ability to correctly pair analytical 
tools to business questions  or challenge. This 
paper aims to demonstrate the use of SAS 
analytical technique s including DT  and R  to 
address a business challenge in diabetes 

healthcare.  
 

2. D IABETES HEALTHCARE MANAGEMENT  
 

Diabetes Healthcare   
The American Diabetes  Association  (2018)  
estimated that  the total  costs  of 

diagnosed  diabetes  rose  by 26 percent  from $245  
billion in 2012  to $327 billion in 2017 . The report 
also showed that people with diagnosed diabetes 
incur $16,752  average medical expenditures  per 
year . A bout $9,601 of this is directly attributed to 
diabetes. As a result, diagnosed diabetics have 

medical expenditures approximately 2.3 times 
higher than what expenditures would be in the 
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absence  of  diabetes.  Care for people diagnosed 

with diabetes  accoun t  for 25% health care do llars 
in the U.S., and more than half of that 
expenditure is directly attributable to diabetes .  

 
Maguire and Dhar (2012)  found that the t op 10% 
of newly diagnosed type II  diabetes patients 
account for 68% of healthcare utilization. The 
global health and econo mic cost is enormous with 
type II  diabetes accounting for 90 -95% of all 
diagnosed cases of diabetes (CDC, 2017). 

Diagnosed diabetes account for more than 20% 
of health  care spending in the United States (US). 
Although it may be underreported, diabetes was 
found to be the seventh leading cause of death in 
the United States in 2013. It leads to 
m icrovascular and macrovascular complications 

which result in enormous morbidi ty , disability and 
mortality (Young et al. , 2008); i t is also the 
leading cause of kidney failure, lower - limb 
amputations, and adult -onset blindness (CDC, 
2017) . 
 
Given th e enormous costs , limited socioeconomic 

resources, and healthcare organizations ô limited 
ability to invest in disease management initiatives 
for high - risk diabetic patients, it is important to 
develop models t hat  predict which patients are at 
highest risk of adverse medical outcomes.  Big 
data analytics can enhance healthcare quality pe r 
unit of spend through optimum utilization of 

available healthcare data (Kumari &  Rani, 2018 ) 
existing in several silos including claims, clinical, 

geomapping, condition, and pharmacy amongst 
others.   
 
Business Challenge  and Goals  

Patients with diabetes either d onôt make enough 
insulin (type I  diabetes) or ca nôt use insulin 
properly (type II  diabetes). Insulin is needed to 
allow blood sugar (glucose) needed for energy to 
enter body cells ; however, when the body is 
inadequate in insulin or unable to use it  
effectively, blood sugar builds up and can lead to 

several complications (CDC, 2017). The business 
challenge is to move uncontrolled type II diabetic 
patient (H1AC > 7) to a controlled state (H1AC < 
7). In order to accomplish this, w e will (a) develop 

mod els and determine the factors associated with 
a patient designated as controlled ; (b) we will 
score new data to predict the probability of a 

patient being controlled.  
 
The key opportunity in deploying advanced 
analytics is the  insight it provides in  develo ping 
interventional appr oach toward the patient care  
optimization . Traditionally, management of the 

diabetic population health relied on arcane 
reactive approaches that have seen the economic 

cost s and ma nagement of diabetics increase  

every decade.   For example, if  we have an 
insurance provider that wants to minimize the 
dollar risk for t he covered diabetic patients ;  

however, once  the patient is admitted to the  ER 
or hospital due to conditions that require 
immediate medical care, itôs basically too late ï 
as the treatment must occur and the insurance 
company must cover their agreed upon portion.  
Basically, the insurance provider is being 
descriptive or ñlooking in the pastò.  However, 

what if t he insurance provider was able to 
establish specific dr ivers and a probability for why 
the patient may have to visit th e ER before  the 
event actually occurred?  Results can inform 
interventional programs that could save the 
insurance company dollars at risk for that patient.  

This method is regarded as being pr escriptive or 
ñlooking ahead of the curveò.  This example is the 
new perspective of the insurance provider.   
 
From the patientsô perspective: Suppose drivers 
can be established for what is causing a patient 
to be uncontrolled with regards to their diabeti c 

management and the probability of such an event  
is obtained;  this exercise helps the patient to be 
more proactive regarding their health.  Perhaps 
the insurance provider can establish health coach 
programs for these patients that are deemed to 
have a hig h probability of being uncontrolled and 
reach out to them ï as this would not only 

improve the patientôs care but also minimize the 
dollars at risk for the insurance provider.  

 
Despite the promises of data mining in healthcare 
however, there are several c hallenges that often 
need to be overcome. For instance, data often 

exist in  dissimilar technology platforms ; i nferring 
knowledge from complex heterogeneous patient s 
and data sources may be quite difficult  and 
complicated especially for the untrained , so also 
is the ability to leverage the patient/data 
correlations in longitudinal records. This may 
further exacerbate the already computationally 

diff icult task of analyzing clinical  data.  
 
Objectives  
This paper demonstrates the use of SAS suite and 

data mining steps involved  in leveraging massive 
data sets  in provid ing timely patient intervention 
and personalized care  that c ould benefit  

components of a healthcare system including 
provider, payer, patient and management. 
Srinivas et al. (2010) decried the lack of effective 
analysis tools to discover hidden relationships and 
trends in data. Through the use of SAS analytical 
software, this article i ntroduce s the healthcare 

stakeholder to the specific use of machine 
learning tools and the possible challenges and/or 
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techniques associated with using these tools in 

the healthcare domain.  
 

3. D ATA SOURCES  

 
Available Data, Sources and Preparation   
Advanced analytics cannot be performed, until 
data sources and at tributes are identified, 
cleaned and prepared for analyses.  Three distinct 
data sources were identified for this article as 
follows :  (a) Clinical table containing lab results 

at the patient s level ( from various hospital labs in 
a .XLSX format) ; (b) Demographic t able 
containing i nformation such as the patient sô age 
and gender ( from the insurance provider in a 
.CSV delimited format) ; (c) Geo-mapping table 
containing information for mapping such as  city 

and state ( from the insurance provider in a .TAB 
delimited format) . 
 

4. S AS STUDIO ANALYTICAL DATA 
PREPARATION PROCESS  

 
The analytical techniques and tools used in this 

case study include the following: SAS® 9.4 
(BASE); SAS® Studio 3.71; SAS® Enterprise 
Miner  (EM)  14.3.  The analytical data preparation 
process can be very time consuming an d is 
essential in ensuring the analytics conducted is 
not only accurate but answers the specific 
business question desired.  SAS Studio is a point -

and -click, menu -  and wizard -driven tool that 
empowers users to analyze data and publish 

results.  
 
SAS Studio Data Preparation Flow  
This flow  is divided into 7 sections (see Figure 2 

in the Appendix) as described below : We c reate d 
a folder and library in SAS studio ( this is basically 
a Libname statement); and i mport ed the t hree 
different files  (excel, csv, tab format) to create 
respective SAS datasets . T he three datasets  were 
merged, using patient_ID and performing an 
inner join on the clinical dataset. Overall, we have 

approximately seventy (70) thousand unique 
patient records and approximatel y 130 variables.  
Based on industry standard for diabetes 
management, we used the clinical measure of 

Hemoglobin A1c for the business rule creation of 
the Target ï what we used as our Y for the 
predictive m odel of a controlled diabetic . A simple 

SAS prog ram  was  written for this task :  
 

 

Figure 3: SAS code  for creating the target  

We performed  a one -way frequency  exploration  

on  the newly created variable to assess the 

theoretical soundness for predictive mode ling.  

Based on experience, the  best practice  is to have 

80% 0ôs and 20% 1ôs for a binary target (Y).  Our 

results yielded about 68% 0ôs and 32% 1ôs ï 

which is deemed acceptable.  We would not wish 

to have a 50%/50% split or more 1ôs than 0ôs as 

that would not theoretically ensure a strong 

predictive mo del.  The goal of the modeling 

process is to establish the drivers that increase 

the percentage of 1ôs (uncontrolled)  and optimize 

those results.  

Subsequently, we c reate d a 10% random sample 

from the final dataset with the target.  This is 

basically a litm us test that will be used for scoring 

the new model at the end of the EM flow.  Since 

this 10% dataset will have the actual targets, we 

can immediately inspect if the model was able to 

predict those records accurately -  specifically the 

1ôs.  This is a very important step in the data 

mining process before scoring a new dataset 

(ñblind fileò) where no target exists. The final 

piece of the flow  de-duplicates  those 10% records 

from the final dataset that will be brought into E M 

for data mining & predi ctive mod eling.  This 

creates 90% of the raw datasets that will be 

brought in to the EM for modeling. A simple  SAS 

program to execute this is shown below . Once 

preparation processes conc luded in SAS Studio, 

data was exported into the EM.  

 

 

Figure 4: SAS code for deduplication  

5. D ATA MINING & PREDICTIVE ANALYTICS  
 

SAS E M and the SEMMA Process  

The SAS Enterprise Miner is a machine learning 

tool that helps to streamline the data mining 

process for the user to create accurate predictive 

and descriptive analytical models using vast 

amounts of data. The E M functionality depends on 

the SEMMA process.  SEMMA is an acronym for 

Sample, Explore, Modify, Model, and Assess -  all 

pertain to conducting data mining and predictive 

modeling tasks.  The process creates a specific 
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step -by -step strategy for executing this analytical 

exercise.  It also allows for sev eral check points 

along the way in case certain steps need to be 

modified or ad justed.   

 

Adjust ing  the metadata for the input data 
node  
There are four (4) roles of concern: (a) ID, (b) 
Target, (c) Input, (d) Rejected. Each role have 
different levels that were addressed including 
binary, interval, nominal, ordinal and unary.  

 
Data Exploration to assess missing values  
Certain models like regression and neural 
networks cannot have missing values for any 
variable otherwise those records will be deleted 

and made unavailable for modeling. T herefore, if 
any of these models are used , it is important that 

the practitioner make the necessary modifications 
by first exploring the data using StatExplore node 
in EM. Henceforth, the impute node can be 
activated as expl ained later in this chapter (Note 
that the best practice is to partition data before 
imputation is performed). In addition, there are 
two other pieces of output that offer business 

value: (a) a bar chart showing only the 
correlations between the nominal (c ategorical) 
inputs against the target (Y = controlled) in 
descending order (most associated to least 
associated); (b) a bar chart showing the 
correlations between all of the variables (nominal 

and interval) against the target. Figure 5  (see 

Appendix) shows  three pieces of information 
which provide business value:  
 
Firs t, the upper left window shows how all the 
categorical variables correlated with the target  in 
descending order.  We observed  that the number 

of adverse events is highly associated with a 
con trolled diabetic. The bottom window shows  all 
the variables (categorical and continuous) and 
their association with the target in descending 
order.  The upper right window shows descriptive  
statistics output, which allowed  us to inspect one 
critical column ï Missing.  This statis tic is 

essential for modeling, because if a variable is 
missing, then the entire record is omitted from 
the model.  Therefore, possible imputation 

methods may need to be applied to the 
categorical and continuous variables, 
respective ly.  

 
Data Partition ing  
An important step prior to model building is to 
divide the data into training and validation 
dat asets; b est practice suggests 70 :30 
respectively.  Note that the dataset being 
partitioned is the 90% raw da taset that was 

previously created in t he SAS Studio. 

Furthermore, data partitioning needs to account 
for the distribution of 0ôs and 1ôs within the target 
ï this is called stratification. The software handles 

this automatically. This ensures that both 
datasets (training and validation) will have almost 
the exact percentage of 0ôs and 1ôs within the 
target.  Figure 6  provides a summary statistics for 
class targets.  
 

 
Figure 6: Summary Statistics for Class Targets  
 
Data Imput ation   

There are many techniques to use for imputation . 

It is best practice to use the DT m ethod for 
nominal variables (this is due to the fact that DTs 
handle missing val ues in the growth of the trees).  
For the interval variables, the median is 
recommended (Figure 7) because it is more 
robust and l ess sensitive to outliers than other 
measurement such as the mean.   

 

 
Figure 7: EM Property Selection for Imputation  
 
For the categorical (nominal) variables, there are 
a variety of techniques to choose from.  The Tree 
replaces missing class variable values with values 
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that are estimated by analyzing each input as a 

target. The remaining input and rejected 
variables are used as predictors. T he imputed  
value for each input variable is based on the other 

input variables, hence this imputation technique 
is more accurate than simply using the variable 
Mean  or Median  to replace the missing tree 
values.  For the continuous variables, there are 
also a variety  of techniques to choose from .  A 
preferred method is the d istribution technique, 
which replaces values that are calculated based 

on the random percentiles of the variable's 
distribution. The assignment of values is based on 
the probability distribution of  the non -missing 
observations. This imputation method typically 
does not change the distribution of the data very 
much.  Another common technique is the Median , 

which replaces missing interval variable values 
with the 50th percentile. The Median  is less 
sensit ive to extreme values than the Mean  or 
Midrange . Therefore, the Median  is preferable 
when you want to impute missing values for 
variables  that have skewed distributions  becau se 
it allows you to select for each variable .    

 
Data Transform ati on  
An important modification technique that helps 
normalize the data is to adjust left or right 
skewness in a variable (the heaviness of the tail 
in terms of kurtosis). There are many 
mathematical techniques to do this adjustment. 

The best practice which w e also use in this study 
is the Log(x ) .  

 

 
Figure 8a: Data Normalization Using the Log(x)  
 

 
Figure 8b : Data Normalization Using the Log(x)  
 
I t is highly recommended to not use the overall 

method for variables, but rather, select specific 
transformation techniques for each variable.  The 
overall method may tend to be dangerous as it is 
usually not the case that all categorical variables 

should have the same mathematical 
transf ormation applied, as in continuous 
variables.  Figure 9  illustrates the second a nd 
recommended way, which selects specific 
techniques a la carte  for the variables.   
 

 
Figure 9 : Variable Properties for Transformation 
Node  
 

Build ing  the models  

It is important to note that although there are 14 
modeling nodes  (Figure 10) , there are several 
different modeling techniques available within the 
property settings that result in much more than 
14 algorithms. In this example, we will discuss 
two types of models (Decision Tree and 
Regression). Although 2 models are used in this 

st udy, there are several variations of techniques 
within the properties that can form different 
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algorithms for our task of establishing drivers of 

a controlled diabetic.   
  

 
Figure 10 : SAS Enterprise Miner ï SEMMA ï 
Model Tab  
 
For the De cision Tree node , we leave the default 

properties as is, and they can be viewed as ñsmart 
startsò tested and developed by SAS R&D for a 
good starting point in dial settings for the model.  
However for R egression node , and  model, we 

adjust a couple of settings. The default ty pe of 
regression is Logistic, which is what we need for 
our example, since we have a binary target of a 

controlled diabetic (0/1).  We select the stepwise 
model selection method as it is a hybrid of a 
forward and backward method and conduct  a 
variable sele ction - like process to choose the 
drivers of the model.  In addition, the criterion we 
desire is the validation misclassification rate, 
since we wish to accurately classify a patient of 

being controlled, hence, we also wish to minimize 
the misclassification  rate.  Furthermore, we select 
the dataset that is designed to verify the modelôs 
developm ent ï the validation data set (see  Figure 
11 ) .  
 

 
Figure 11: Property Values for Model Selection  
 
Model Comparison  
Once we build our models, an important aspect is 

to make a head - to -head compar ison.  The Model 
Comparison node is used for this assessment and 
can be found within the Assess tab of SAS EM as 
indicated below.  

 
Figure 12 : SAS Enterprise Miner ï SEMMA ï 
Assess Tab  
 
SAS EM Mod el Comparison Flow  

In order for EM  to select the ñbestò model, we 
need to adjust some property settings. Figure 1 3 
(see A ppendix) shows the property setting 
adjustment for Model Comparison Flow.  
 

 
Figure 13: Property Setting Adjustment for 
Model Comparison Flow  

 
SAS Enterprise Miner ï Model Comp arison  
Statistics  
The goal is to accurately classify  a controlled 

diabetic from the model, hence, we select the 
misclassification rate, and also use the validation 

data set as the file to use for selection.  The next 
step is very important, as we must assess the 
model from a theoretical standpoint, before 
proceeding to look at the individual model results. 
Although Figure 14  (see A ppendix) i ndicates that 
both model s are very similar in misclassification 
rate, the regression model (0.202477) is slightly 

better  and is selected over DT (0.20253) . Overall, 
the m odels show  approximately 80% chance of 
accurately classifying a controlled diabetic 
patient.  
 

6 . R ESULTS  AND DISCUSSION  
 

SAS Enterprise Miner ï Model Comparison 
Results ï Cumulative Lift  
Another important theoretical checkpoint is the 
measurement of the cumula tive lift vs. the depth 
on the graph  (See Fig ure 15  in the Appendix) .  
What does this graph mean?  Letôs imagine that 

we have a file of 1,000 patients where we desire 
to develop the probability of being a controlled 
diabetic.  We then score that file with a win ning 
model from EM , and sort the file in descending 
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order by deciles or depth.  Now it makes sense in 

this graph  that the cumulative lift line is 
decreasing down to 1 when the depth reaches 
100% of the scored file.  Also, the cumulative lift 

is highes t at the smallest depth, say 5% of the 
scored file in descending order.  We now ask, 
what is Cumulative Lift?  The idea of lift refers to 
the predictive power or accuracy of the model at 
various deciles of a scored file.  We would expect 
the predictive pow er to be very high when we are 
not deep into the scored file, because there is not 

a lot of variability among the observations.  
However, the deeper you get into that scored file, 
the more observations are found, which increases 
the variability, and makes the predictive power 
more difficult to achieve, until you finally score 
the entire file, and are left with no lift, or a li ft of 

1.  Based on experience, we  have found that the 
ñsweetò spot of this graph is actually at the 20th  
depth or decile. Basically, assessing the 
cumulative lift value should be done at that point 
for true predictive power.  Finally, it is best 
practice, to look at the 20 th  decile, a cumulative 
lift of at least 2 to deem a satisfactory model has 

been established.  We notice, in our mod els, our 
cumulative lift is around 2.1, which meets our 
minimum criterion.  
 
SAS EM  ï Model Comparison Results ï 
Cumulative % Captured Response  
To explain Figure 16  (see Appendix) , letôs use our 

example of scoring a patient file of 1,000 records 
to develop the probability of a controlled diabetic.  

Based on simple random chance theory, we would 
expect to obtain 20% of the events (Controlled 
Diabetics or 1ôs) as we score the top 20% of the 
1,000 observation patient file.  Also, we would 

also expect to obtain 40% of the events as we 
score the top 40% of the file, and so forth.  Recall, 
from the previous graph, our best practice 
minimum cumulative lift is  2.  If we notice in 
Figure 16 , w e are capturing about 40% of the 
controlled diabetics at the 20 th  decile, which 
actually is a cumulative lift of 2 (40% / 20 th  decile 

= 2).  So think of the random chance theory as a 
diagonal line dra wn from (0,0; 20,20; 40,40; 
etc. ).  Therefore, we desire  to achieve, in any 
model, at least 40% of the events of interest at 

the 20 th  decile.  We need to always be above that 
imaginary diagonal line for our model to be 
ñgoodò.  Finally, this point is the true point of 

predictive power, and, we can state that if  we are 
provided a file of 1,000 patients whose probability 
of being a contro lled diabetic is desired, we can 
assume that  within  the top 20%  (200 patients ) , 
we can obtain 40% of the controlled diabetics (80 
patients ) .  This becomes very powerful, if going 

deep into a scored file is costly from a health 
outreach and coaching perspective.   

 

SAS Enterprise Miner ï Model Comparison 
Results ï Fit Statistics  
The Output shown in Figur e 17  (see Appendix) 

depicts a summary of stepwise selection of 
models and s hows that the Regression model  was  
selected over  the  DT model. In theory, s ince all 
the models are equal, anyone can be used for 
scoring.  However, it is important to assess the 
drivers of the model used for scoring to ensure it 
makes sense to the business  needs.  In addition, 

choosing a model that is easy to explain from a 
business perspective is important.  The  
Regression  model  below  shows the factors driving 
a controlled diabetic below :  
  

 
Figure 18: Drivers for controlled diabetic  

 
Note that many of th e main drivers selected by 
the model above, have been transformed using 
the log(x ) technique.  

 
SAS EM  ï Regression Scoring Results  
Now that a solid predictive model has been 

established for the business question, the next 
step is to take the winning a lgorithm to score a 
patient file  i. e. the remaining 10% raw data 
originally randomly selected and separated as 
previously indicated. Essentially, we are using the 
10% datasets to verify the regression algorithm 
and  develop the probability of  controlled dia betic. 

The DT  is a discrete algorithm, so the probability 
scores are grouped. However, t he R egression, 
(similar to partial least squares, and neural 
network algorithms) is continuous, so the 
probability scores are more linear.  The Figure 
below s hows the fi rst 10 patients sorted on their 

probability of being controlled (highest to lowest). 
This indicate s that the model is very useful not 
only in assessing the distribution of probabilities 
but more importantly to decide on an appropriate 
cut -off for assigning  which patients exhibit the 
probability of a given event (for example, being a 
controlled diabetic).  
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Figure 19: The first ten (10) Patients Sorted b y 
Probability of Being controlled (highest to lowest)  
 

Thus, any patient possessing a score greater than 

the cut -off score (often decided by the business) 
is deemed to be a ñ1ò; otherwise, they are tagged 
as a ñ0ò. In this example, the probability of a 
patient being a controlled diabetic is calculated. It 
woul d be desirable for a majority of patients to be 
at the high end of the score spectrum, as that 

would mean lower risk of being uncontrolled and 
as a result would imply lower medical risk. The 
lower probability implies that the patients are 
uncontrolled and need better care management.  
The desire would be to move the population 
towards the higher end scores  -  bei ng more 
controlled with their diabetes.   

 
7. C ONCLUSION  

 

This paper demonstrates big data  promise and 
potential in healthcare specifically using SAS 
analytical tool. Data preparation is critical before 

any data mining and predictive modeling can be 
executed.  Figure 20  (see Appendix) shows the 
final flow of the algorithm described above , which 
were used in developing the model.  In our specific 
example, the goal is to manage population health 
and gain better insight into the patients.  
Transitioning patients from being uncontrolled 

with their diabetes to a more controlled state is 
essential in minimizing  risk and also optimizing 
care. The drivers of a controlled diabetic appear 
to be chemical factors each of which can be 
influenced with the right therapeutic  intervention 
in uncontrolled diabetics . Given new patients 

records with corresponding diagnosis, data 

mining and analytic te chniques demonstrated are 
able to determine patients at risk  or the 
probabilities of a patient going/returning to the 
ER. This can cause enormous stress to the 
patients, health and socio -economic system s in 
terms of costs, morbidity and death . Hence early 

interventional initiatives can target such patients 
and potentially move them to a more desirable 

state resulting in better business decision making 

and dollar savings for health system s.  
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Appendices and Annexures  
 

 
Figure 1: A Portion of SAS Merged Dataset using Patient_ID as the Primary Key  

 
  
 

 
 
Figure 2: SAS Studio Data Preparation Flow  
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Figure 5 : Result output t o help Determine the Extent of Missing D ata  
 
 

 

 
 
Figure 14 : Model Comparison Flow  
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Figure 1 5 : Model Comparison Results  
 
 
 

 
 
Figure 16 : Model Comparison Results ï Cumulative % Captured Response  

 

Random Chance 
Model 

True Predictive 
Power Chance 
Model 

Minimum Model 
Performance 


